EN.601.774 Theory of Replicable ML Spring 2025

Lecture 2

Instructor: Jess Sorrell Scribe: Jess Sorrell

Last time we considered the problem of “replicating” an estimate of the 0-1 loss of a
given model h on distribution D. We wanted to show

Pr (|6, (h) — Ls,()] > &] <6,

and argued that it suffices to show

Prlles, () = to(h)] = =/2] < /2,

We proved Chebyshev’s Inequality:

Theorem 0.1 (Chebyshev’s Inequality). Let X be a random variable with non-zero variance
02 = Var(X). Then for any A\ > 0
1
Pr{lX —E[X][ 2 Ao] < <.

And we applied it to the r.v. £g, (h) to show that

1
Prlles,(h) = £o(h)| 2 2] < 1.

So if we want Prg, [|0s, (h) — {p(h)| > €] < 6, we can take m > %5.

Great! So now we have some guarantee that, so long as we take our sample large enough
(and so does the other team of researchers), replication efforts will be successful with good
probability! Both research teams will end up with an empirical loss £g(h) that is close to its
expectation £p(h), and therefore close to the other team’s, except with probability 26. But
we can do much, much better!

Theorem 0.2 (Hoeffding’s Inequality). Let X, X, ..., X, be independent, bounded random
variables with X; € [a;,b;]. Let S, = Y"1 X;. Then
2t2

Pr [Sp > E[S,] +1t] <e TEitime)?,
X1,X2,...,.Xm

Note that this also applies to S, = —> " | X; and so

2t2

Pr [ >E[S. ]+ <e St

2t2

Pr [S, <E[S,] —t] <e ZZitied?

2t2

Pr [|Sm — E[Sy]| > 1] <2e S0



Since the empirical 0-1 loss £g, (h) = £ S>> ((h(z;),y:)), we have.

T m
2t2

JPr lles(h) —Lo(h)] > t/m] < 2¢ =m0

and so
_ > < —2t2m
P les(h) —Ep(h)] = ] < 2e7.
Then if we want to ensure Prg.pm|[|ls(h) — p(h)| > ¢] <, we can take
2¢%"™ < In(4)
In(2) — 2e?m < In(6)
2e?m > —1In(6/2)

> _111(2522)
s In(2/0)
- 2e?

many samples from D. This is only logarithmic in 1/0, instead of linear!
We'll prove this theorem is 2 parts. We’ll assume the following lemma (to be proved
later).

Lemma 0.3 (Hoeffding’s Lemma). Let X be a random variable such that X € [a,b]. Then
for any A > 0,

A2(b—a)?
8

E[eA(XfIE[X])] <e
Proof. (Hoeffding’s Inequality) From Markov’s inequality, we know that for all A\, > 0,

Pr[S,, — E[S,,] > t] = Pr[e*5mElSnl) > A
E[e(Sm—ElSm))]

Markov’s inequality

oY
R [eAiz Xi—ElXi])]
= " def of S, and linearity of E
e
E[Hgl ek(Xi—E[Xi])]
- et
m R [eAMXi—E[X])
= [Li=, Ele " ] Independence of X;s
e
m A2(b;—ay)?
< [lic e " Hoeffding’s lemma
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We showed this is true for all A > 0, so in particular is must be true for A = ST e



Then we have
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Now it remains to prove the lemma.

Lemma 0.4 (Hoeffding’s Lemma). Let X be a random variable such that X € [a,b]. Then
for any A > 0,

A2(b—a)?
B

E[e()\XfIE[X])] <e
Proof. We first define a new random variable Z = X — E[X] and note that Z € [c,d] for
l=a—-E[X],u=0b—-E[X] (and so b —a =u—1).
By convexity of exp, we have that for all z € ¢, d]
o U2y, 2 A

e < e + e
u—1 u—c

It follows that

E[e)\Z] S E [u] e)\l +E |:Z — l:| 6)\“

u—1 u—1
ue — [t
— — E[Z] = 0.

Where do we go now? If we could show that E[e*?] < =) for some function F, and
2

then bound F(z) < %, we’d be set. So let’s try to massage that last equality into the right

form. We want to find F' such that

oF(Au=0) ue — et

u—1

Note that A\l = /\(:j__ll)l and \u = % So writing x = A(u — 1), our goal is to find F




such that
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Xo-a)?

How do we show this is less than ===—~7 We'll apply Taylor’s theorem to F'(x) around 0.

Theorem 0.5 (Taylor (specific to our applications)). If a real-valued function F is twice-
differentiable at x = 0, then there exists some v € [0,1] such that

F(z) = F(0) + 2F'(0) + 2 F"(yz)

We have F(0) = 0. What about F’(0)?

! dJ:i(x) I(1—e®)
F/ — 2 f — 1 wi—e)
('T> U — l + f(x) or f(x) + u—I
df(x)  —le”
dr  u—1
l L
F'(0) = — L=,
so F'(0) A 0



One more!

pey 41 =
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From the AMGM inequality, we know that —lue® < (“jem)z, so we have F”(x) < 1/4 for
all 2! Then Taylor’s theorem tells us that there’s some « € [0, 1] such that

F(z) = F(0) + 2F'(0) + ZF" (yz)
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and we’re donel!
Putting it all together we have
A2(b—a)?
]E[e’\Z] < FO@=D) — (FOb—0) < ¢



