EN.601.774 Theory of Replicable ML Spring 2025

Lecture 7

Instructor: Jess Sorrell Scribe: Jess Sorrell

Let’s consider the problem of determining the bias of a coin. Given a coin that we're
promised comes up heads with probability either 1/2+ 7 or 1/2 — 7, how many independent
flips do we need to observe to correctly guess the bias (except with probability )7

Notice this is a statistical query. X = {heads : 1,tails : 0}, ¢(x) = z, and Ep|¢] =
Prplheads]. So without replicability, we know we only need O(logiﬁ) (we compute Eg[¢].
If it’s > 1/2, we guess “heads” bias, otherwise “tails”).

Theorem 0.1. Let 7 < 1/4, and p,§ < 1/16. Let A be an algorithm that correctly solves the
coin problem except with probability § (over the internal randomness r and choice of sample
S), and such that

Pr [A(Si;7) # A(S2ir)] < p,

S1,S9~D™M

even if Prplheads] € (1/2 —7,1/2+ 7). Then m € Q(==).

2,2

Proof. This proof follows in 3 parts:

1. Show that there must exist a random string r* such that A is accurate and replicable
with high probability over S ~ D,, once we fix A(-,7*).

2. Show that there must be some probability p* such that A(-,7*) guesses heads with
probability 1/2 over S ~ D,~. Furthermore, show that the probability A(-,7*) guesses
heads can’t change too quickly in a O(1/y/m) interval around p*.

3. Argue that A(-,r*) can’t be replicable when it’s guessing heads with probability near
1/2, and so the region in which we’re guessing heads with probability near 1/2 can’t
be too large. We said this interval has width O(1/y/m), and so m must be large.

Step 1. Let D_, denote a coin with bias 1/2 — 7, let D, denote a coin with bias 1/2 + T,
and let D, denote a coin with bias p. Assume we have an algorithm A(S;r) of sample
complexity m that satisfies the above correctness guarantee. That is

o if S~ D" Prg.p ,.[A(S;r) wrong] <.
o if S~ DT Prg.p,. .[A(S;r) wrong] > 1—6.

Let p € [0, 1] denote the bias of a coin. Since A is p-reproducible, A is p-reproducible for
any distribution on p. In particular, pick p ~ U([1/2 — 7,1/2+ 7]). By Markov’s inequality,
each of the following is true with probability at least 3/4 over choice of r:

e Prg.p [A(S;r) wrong | < 40.



e Prg.p,  [A(S;r) wrong | > 1 —4)
e When p ~U([1/2 — 7, 1/2 + 7]) uniformly, and then Si, Sy ~ D,,
SE§2[A(51; r) =A(Szr)] 21— 4p.
To see how this follows from Markov, we’ll work out the first case step by step: Let X be
the random variable X = Prg.p  [A(S;7) guesses heads|. Then
E[X] =E[ Pr [A(S;r) wrong] <
so Markov tells us that
Pr{_Pr [A(S:7) wong] > 49

< Pr[ Pr [A(S;r) wrong] > 4E,[X]]

r S~D_;

= Er[SfJ,T[A(& r) wrong] > 4E, [SE{T[A(S; r) wrong]]|]
1

< -.

— 4

By a union bound over these three cases, we see that there must exist an r* such that
once we fix the algorithm to run with that randomness r*, all three cases above hold.

Step 2. Want to show that Prs.pm[A(S;7*) = 1] € ©(1) for p € I, where |I] € Q(\/l—ﬁ)
and I C (%—T,%—FT).
If we can, then we know that for all p € T
Pr  [A(Sy;7") £ A(Se;r") | pe I € ©(1)

Sl,SQND;)n
But we showed that when p ~ U([1/2 — 7 and 1/2 + 7]) uniformly, and then Sy, Sy ~ D,,
Pr [A(S1;7r") # A(S2;17)] < 4p.

51,52
Then

4p> Pr  [A(Sy;r") # A(Sa; )]

S1,82~Dyp

= Pr A(S;77) # A(Syr") [ p € 1] - Prp € 1]

S1,S2~Dy,

+  Pr [A(Sy;77) # A(Sy;77) [ p € 1] - Pr[p & 1]

S1,52~Dy,

> Pr [A(Sy;77) # A(Sy; 1) | p e I]-Pr[p € I

- S1,82~Dp
€ O(Pr[p € 1))
€O(ym) = m> s




Define some shorthand notation:
The probability that A guesses “heads” when j of its m flips come up heads:

aj = Pr [A(S;r") =1]) z=]]

S~Dm
P €S

The probability that A guesses “heads” when given a sample S of m flips from D}’

H(p) = Pr [A(S;r°) = 1]

S~Di
Note that

H(p) = Pr [A(S;7") =1]

S~Dpp

:Zaj-lgr[Zx:j]

i zeS
m . .
= Z%‘( .)p](l -
- J
J
Things we know from accuracy and assuming 6 < 1/16:
o H(1/2—7) <45 < 1/4
o H(1/2+7)>1—45 > 3/4

This is a continuous and differentiable function, and so there must be some p* € (1/2 —
7,1/2 + 7) with H(p*) = 1/2. We also know that, because we assumed 7 < 1/4, that

(3 —7.5+7) € (1/4,3/4). So we'll bound the derivative in this interval.



Now we take the derivative of H with respect to p
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